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Abstract

This document reports the outcome of the Routing and Addressing
Workshop that was held by the Internet Architecture Board (1AB) on
October 18-19, 2006, in Amsterdam, Netherlands. The primary goal of
the workshop was to develop a shared understanding of the problems
that the large backbone operators are facing regarding the
scalability of today’s Internet routing system. The key workshop
findings include an analysis of the major factors that are driving
routing table growth, constraints in router technology, and the
limitations of today’s Internet addressing architecture. It is hoped
that these findings will serve as input to the IETF community and
help identify next steps towards effective solutions.

Note that this document is a report on the proceedings of the
workshop. The views and positions documented in this report are
those of the workshop participants and not of the IAB. Furthermore,
note that work on issues related to this workshop report is
continuing, and this document does not intend to reflect the
increased understanding of issues nor to discuss the range of
potential solutions that may be the outcome of this ongoing work.
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1. Introduction

It is commonly recognized that today’s Internet routing and
addressing system is facing serious scaling problems. The ever-
increasing user population, as well as multiple other factors
including multi-homing, traffic engineering, and policy routing, have
been driving the growth of the Default Free Zone (DFZ) routing table
size at an iIncreasing and potentially alarming rate [DFZ][BGT04].
While it has been long recognized that the existing routing
architecture may have serious scalability problems, effective
solutions have yet to be identified, developed, and deployed.

As a first step towards tackling these long-standing concerns, the
IAB held a "Routing and Addressing Workshop'™ in Amsterdam,
Netherlands on October 18-19, 2006. The main objectives of the
workshop were to identify existing and potential factors that have
major impacts on routing scalability, and to develop a concise
problem statement that may serve as input to a set of follow-on
activities. This document reports on the outcome from that workshop.

The remainder of the document is organized as follows: Section 2
provides an executive summary of the workshop findings. Section 3
describes the sources of stress in the current global routing and
addressing system. Section 4 discusses the relationship between
Moore’s law and our ability to build large routers. Section 5
describes a few foreseeable factors that may exacerbate the current
problems outlined in Section 2. Section 6 describes previous work in
this area. Section 7 describes the problem statements in more
detail, and Section 8 discusses the criteria that constrain the
solution space. Finally, Section 9 summarizes the recommendations
made by the workshop participants.
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The workshop participant list is attached in Appendix B. The agenda
can be found in Appendix C, and Appendix D provides pointers to the
presentations from the workshop.

Finally, note that this document is a report on the outcome of the
workshop, not an official document of the IAB. Any opinions
expressed are those of the workshop participants and not of the 1AB.

2. Key Findings from the Workshop

This section provides a concise summary of the key findings from the
workshop. While many other aspects of a routing and addressing
system were discussed, the First two problems described in this
section were deemed the most important ones by the workshop
participants.

The clear, highest-priority takeaway from the workshop is the need to
devise a scalable routing and addressing system, one that is scalable
in the face of multihoming, and that facilitates a wide spectrum of
traffic engineering (TE) requirements. Several scalability problems
of the current routing and addressing systems were discussed, most
related to the size of the DFZ routing table (frequently referred to
as the Routing Information Base, or RIB) and its implications. Those
implications included (but were not limited to) the sizes of the DFZ
RIB and FIB (the Forwarding Information Base), the cost of
recomputing the FIB, concerns about the BGP convergence times in the
presence of growing RIB and FIB sizes, and the costs and power (and
hence heat dissipation) properties of the hardware needed to route
traffic In the core of the Internet.

2.1. Problem #1: The Scalability of the Routing System
The shape of the growth curve of the DFZ RIB has been the topic of
much research and discussion since the early days of the Internet
[HO3]. There have been various hypotheses regarding the sources of
this growth. The workshop identified the following factors as the
main driving forces behind the rapid growth of the DFZ RIB:
0 Multihoming,
o Traffic engineering,

0 Non-aggregatable address allocations (a big portion of which is
inherited from historical allocations), and

0 Business events, such as mergers and acquisitions.
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All of the above factors can lead to prefix de-aggregation and/or the
injection of unaggregatable prefixes into the DFZ RIB. Prefix de-
aggregation leads to an uncontrolled DFZ RIB growth because, absent
some non-topologically based routing technology (for example, Routing
On Flat Labels [ROFL] or any name-independent compact routing
algorithm, e.g., [CNIR]), topological aggregation is the only known
practical approach to control the growth of the DFZ RIB. The
following section reviews the workshop discussion of the implications
of the growth of the DFZ RIB.

2.1.1. Implications of DFZ RIB Growth

Presentations made at the workshop showed that the DFZ RIB has been
growing at greater than linear rates for several years [DFZ]. While
this has the obvious effects on the requirements for RIB and FIB
memory sizes, the growth driven by prefix de-aggregation also exposes
the core of the network to the dynamic nature of the edges, i.e., the
de-aggregation leads to an increased number of BGP UPDATE messages
injected into the DFZ (frequently referred to as "UPDATE churn'™).
Consequently, additional processing is required to maintain state for
the longer prefixes and to update the FIB. Note that, although the
size of the RIB is bounded by the given address space size and the
number of reachable hosts (i.e., O(m*27°32) for 1Pv4, where <m> is the
average number of peers each BGP router may have), the amount of
protocol activity required to distribute dynamic topological changes
is not. That is, the amount of BGP UPDATE churn that the network can
experience is essentially unbounded. It was also noted that the
UPDATE churn, as currently measured, is heavy-tailed [ATNAC2006].
That i1s, a relatively small number of Autonomous Systems (ASs) or
prefixes are responsible for a disproportionately large fraction of
the UPDATE churn that we observe today. Furthermore, much of the
churn may turn out to be unnecessary information, possibly due to
instability of edge ASs being injected into the global routing system
[DynPrefix], or arbitrage of some bandwidth pricing model (see [GIH],
for example, or the discussion of the behavior of AS 9121 in
[BGP2005]) -

Finally, it was noted by the workshop participants that the UPDATE
churn situation may be exacerbated by the current Regional Internet
Registry (RIR) policy in which end sites are allocated Provider-
Independent (Pl) addresses. These addresses are not topologically
aggregatable, and as such, bring the churn problem described above
into the core routing system. Of course, as noted by several
participants, the RIRs have no real choice in this matter, as many
enterprises demand Pl addresses that allow them to multihome without
the "provider lock™ that Provider-Allocated (PA) [PIPA] address space
creates. Some enterprises also find the renumbering cost associated
with PA address assignments unacceptable.
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2.1.2. Implications of DFZ FIB Growth

One surprising outcome of the workshop was the observation made by
Tony Li about the relationship between ""Moore’s Law' [ML] and our
ability to build cost-effective, high-performance routers (see
Appendix D). "Moore’s Law" is the empirical observation that the
transistor density of integrated circuits, with respect to minimum
component cost, doubles roughly every 24 months. A commonly held
wisdom is that Moore’s law would save the day by ensuring that
technology will continue to scale at historical rates that surpass
the growth rate of routing information handled by core router
hardware. However, Li pointed out that Moore’s Law does not apply to
building high-end routers as far as the cost is concerned.

Moore’s Law applies specifically to the high-volume portion of the
semiconductor industry, while the low-volume, customized silicon used
in core routing is well off Moore’s Law’s cost curve. In particular,
off-chip SRAM is commonly used for storing FIB data, and the driver
for low-latency, high-capacity SRAM used to be PC cache memory.
However, recently cache memory has been migrating directly onto the
processor die, and cell phones are now the primary driver for off-
chip SRAM. Given cell phones require low-power, small-capacity parts
that are not applicable to high-end routers, the SRAMs that are
favored for router design are not volume parts and do not track with
Moore’s law.

2.2. Problem #2: The Overloading of IP Address Semantics

One of the fundamental assumptions underlying the scalability of
routing systems was eloquently stated by Yakov Rekhter (and is
sometimes referred to as ""Rekhter’s Law'), namely:

"Addressing can follow topology or topology can follow
addressing. Choose one."

The same idea was expressed by Mike 0’Dell’s design of an alternate
address architecture for ipv6 [GSE], where the address structure was
designed specifically to enable "aggressive topological aggregation”
to scale the routing system. Noel Chiappa has also written
extensively on this topic (see, e.g-, [EID]).-

There is, however, a difficulty in creating (and maintaining) the
kind of congruence envisioned by Rekhter’s Law in today’s Internet.
The difficulty arises from the overloading of addressing with the
semantics of both "who"™ (endpoint identifier, as used by transport
layer) and "where"™ (locators for the routing system); some might also
add that IP addresses are also overloaded with "how™ [GIH]. 1In any
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event, this kind of overloading is felt to have had deep implications
for the scalability of the global routing system.

A refinement to Rekhter’s Law, then, is that for the Internet routing
system to scale, an IP address must be assigned in such a way that it
is congruent with the Internet’s topology. However, identifiers are
typically assigned based upon organizational (not topological)
structure and have stability as a desirable property, a "natural
incongruence™ arises. As a result, it is difficult (if not
impossible) to make a single number space serve both purposes
efficiently.

Following the logic of the previous paragraphs, workshop participants
concluded that the so-called "locator/identifier overload"” of the IP
address semantics is one of the causes of the routing scalability
problem as we see today. Thus, a "split" seems necessary to scale
the routing system, although how to actually architect and implement
such a split was not explored in detail.

2.3. Other Concerns

In addition to the issues described in Section 2.1 and Section 2.2,
the workshop participants also identified the following three
pressing, but "second tier', issues.

The first one is a general concern with IPv6 deployment. It is
commonly believed that the IPv4 address space has put an effective
constraint on the IPv4 RIB growth. Once this constraint is lifted by
the deployment of IPv6, and in the absence of a scalable routing
strategy, the rapid DFZ RIB size growth problem today can potentially
be exacerbated by IPv6°’s much larger address space. The only routing
paradigm available today for IPv6 is a combination of Classless
Inter-Domain Routing (CIDR) [RFC4632] and Provider-Independent (PI)
address allocation strategies [PIPA] (and possibly SHIM6 [SHIM6] when
that technology is developed and deployed). Thus, the opportunity
exists to create a "'swamp" (unaggregatable address space) that can be
many orders of magnitude larger than what we faced with IPv4. In
short, the advent of IPv6 and its larger address space further
underscores both the concerns raised in Section 2.1, and the
importance of resolving the architectural issue raised in

Section 2.2.

The second issue is slow routing convergence. In particular, the
concern was that growth in the number of routes that service
providers must carry will cause routing convergence to become a
significant problem.
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The third issue is the misalignment of costs and benefits in today’s
routing system. While the IETF does not typically consider the
"business model™ impacts of various technology choices, many
participants felt that perhaps the time has come to review that
philosophy.

2.4. How Urgent Are These Problems?

There was a fairly universal agreement among the workshop
participants that the problems outlined in Section 2.1 and

Section 2.2 need immediate attention. This need was not because the
participants perceived a looming, well-defined "hit the wall" date,
but rather because these are difficult problems that to date have
resisted solution, are likely to get more unwieldy as IPv6 deployment
proceeds, and the development and deployment of an effective solution
will necessarily take at least a few years.

3. Current Stresses on the Routing and Addressing System

The primary concern voiced by the workshop participants regarding the
state of the current Internet routing system was the rapid growth of
the DFZ RIB. The number of entries in 2005 ranged from about 150,000
entries to 175,000 entries [BGP2005]; this number has reached 200,000
as of October 2006 [CIDRRPT], and is projected to increase to 370,000
or more within 5 years [Fuller]. Some workshop participants
projected that the DFZ could reach 2 million entries within 15 years,
and there might be as many as 10 million multihomed sites by 2050.

Another related concern was the number of prefixes changed, added,
and withdrawn as a function of time (i.e., BGP UPDATE churn). This
has a detrimental impact on routing convergence, since UPDATEs
frequently necessitate a re-computation and download of the FIB. For
example, a BGP router may observe up to 500,000 BGP updates in a
single day [DynPrefix], with the peak arrival rates over 1000 updates
per second. Such UPDATE churn problems are not limited to DFZ
routes; indeed, the number of internal routes carried by large ISPs
also threatens convergence times, given that such internal routes
include more specifics, Virtual Private Network (VPN) routes, and
other routes that do not appear in the DFZ [ATNAC2006].

3.1. Major Factors Driving Routing Table Growth
The growth of the DFZ RIB results from the addition of more prefixes
to the table. Although some of this growth is organic (i.e., results

simply from growth of the Internet), a large portion of the growth
results from de-aggregation of address prefixes (i.e., more specific
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3.

1.

prefixes). In this section, we discuss in more detail why this trend
is accelerating and may be cause for concern.

An increasing fraction of the more-specific prefixes found in the DFZ
are due to deliberate action on the part of operators [ATNAC2006].
Motivations to advertise these more-specifics include:

o Traffic Engineering, where load is balanced across multiple links
through selective advertisement of more-specific routes on
different links to adjust the amount of traffic received on each;
and

0 Attempts to prevent prefix-hijacking by other operators who might
advertise more-specifics to steer traffic toward them; there are
several known instances of this behavior today [BHBO6].

1. Avoiding Renumbering

The workshop participants noted that customers generally prefer to
have Pl address space. Doing so gives them additional agility in
selecting ISPs and helps them avoid the need to renumber. Many end-
systems use DHCP to assign addresses, so a cursory analysis might
suggest renumbering might involve modification of a modest number of
routers and servers (perhaps rather than end hosts) at a site that
was forced to renumber.

In reality, however, renumbering can be more cumbersome because IP
addresses are often used for other purposes such as access control
lists. They are also sometimes hard-coded into applications used in
environments where failure of the DNS would be catastrophic (e.g.,
some remote monitoring applications). Although renumbering may be a
mild inconvenience for some sites and guidelines have been developed
for renumbering a network without a flag day [RFC4192], for others,
the necessary changes are sufficiently difficult so as to make
renumbering effectively impossible.

For these reasons, Pl address space is sought by a growing number of
customers. Current RIR policy reflects this trend, and their policy
is to allocate Pl prefixes to all customers who claim a need.

Routing Pl prefixes requires additional entries in the DFZ routing
and forwarding tables. At present, ISPs do not typically charge to
route Pl prefixes. Therefore, the "costs" of the additional
prefixes, in terms of routing table entries and processing overhead,
is born by the global routing system as a whole, rather than directly
by the users of Pl space. The workshop participants observed that no
strong disincentive exists to discourage the increasing use of Pl
address space.
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3.1.2. Multihoming

Multihoming refers generically to the case in which a site is served
by more than one ISP [RFC4116]. There are several reasons for the
observed increase in multihoming, including the increased reliance on
the Internet for mission- and business-critical applications and the
general decrease in cost to obtain Internet connectivity.
Multihoming provides backup routing -- Internet connection
redundancy; in some circumstances, multihoming is mandatory due to
contract or law. Multihoming can be accomplished using either Pl or
PA address space, and multihomed sites generally have their own AS
numbers (although some do not; this generally occurs when such
customers are statically routed).

A multihomed site using Pl address space has its prefixes present in
the forwarding and routing tables of each of its providers. For PA
space, each prefix allocated from one provider’s address allocation
will be aggregatable for that provider but not the others. If the
addresses are allocated from a ’primary” ISP (i.e., one that the site
uses for routing unless a failure occurs), then the additional
routing table entries only appear during path failures to that
primary ISP. A problem with multihoming arises when a customer’s PA
IP prefixes are advertised by AS(es) other than their ’primary’
ISP’s. Because of the longest-matching prefix forwarding rule, in
this case, the customer’s traffic will be directed through the non-
primary AS(s). In response, the primary ISP is forced to de-
aggregate the customer’s prefix In order to keep the customer’s
traffic flowing through it instead of the non-primary AS(S).-

3.1.3. Traffic Engineering

Traffic engineering (TE) is the act of arranging for certain Internet
traffic to use or avoid certain network paths (that is, TE puts
traffic where capacity exists, or where some set of parameters of the
path is more favorable to the traffic being placed there). TE is
performed by both ISPs and customer networks, for three primary
reasons:

o First, as mentioned above, to match traffic with network capacity,
or to spread the traffic load across multiple links (frequently
referred to as "load balancing™).

0 Second, to reduce costs by shifting traffic to lower cost paths or

by balancing the incoming and outgoing traffic volume to maintain
appropriate peering relations.
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o Finally, TE is sometimes deployed to enforce certain forms of
policy (e.g., Canadian government traffic may not be permitted to
transit through the United States).

Few tools exist for inter-domain traffic engineering today. Network
operators usually achieve traffic engineering by "tweaking" the
processing of routing protocols to achieve desired results. At the
BGP level, if the address range requiring TE is a portion of a larger
PA address aggregate, network operators implementing TE are forced to
de-aggregate otherwise aggregatable prefixes in order to steer the
traffic of the particular address range to specific paths.

In today’s highly competitive environment, providers require TE to
maintain good performance and low cost in their networks. However,
the current practice of TE deployment results in an increase of the
DFZ RIB; although individual operators may have a certain gain from
doing TE, it leads to an overall increased cost for the Internet
routing infrastructure as a whole.

3.2. IPv6 and Its Potential Impact on Routing Table Size

Due to the increased IPv6 address size over IPv4, a full immediate
transition to IPv6 iIs estimated to lead to the RIB and FIB sizes
increasing by a factor of about four. The size of the routing table
based on a more realistic assumption, that of parallel 1Pv4 and IPv6
routing for many years, is less clear. An increasing amount of
allocated IPv6 address prefixes is in Pl space. ARIN [ARIN] has
relaxed its policy for allocation of such space and has been
allocating /48 prefixes when customers request Pl prefixes. Thus,
the same pressures affecting IPv4 address allocations also affect
IPv6 allocations.

4. Implications of Moore’s Law on the Scaling Problem

[Editor’s note: The information in this section is gathered from
presentations given at the workshop. The presentation slides can be
retrieved from the pointer provided in Appendix D. It is worth
noting that this information has generated quite a bit of discussion
since the workshop, and as such requires further community input.]

The workshop heard from Tony Li about the relationship between
Moore’s law and the ability to build cost-effective, high-performance
routers. The scalability of the current routing subsystem manifests
itself in the forwarding table (FIB) and routing table (RIB) of the
routers in the core of the Internet. The implementation choices for
FIB storage are on-chip SRAM, off-chip SRAM, or DRAM. DRAM is
commonly used in lower end devices. RIB storage is done via DRAM.
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[Editor’s note: The exact implementation of a high-performance
router’s RIB and FIB memories is the subject of much debate; it is
also possible that alternative designs may appear in the future.]

The scalability question then becomes whether these memory
technologies can scale faster than the size of the full routing
table. Intrinsic in this statement is the assumption that core
routers will be continually and indefinitely upgraded on a periodic
basis to keep up with the technology curve and that the costs of
those upgrades will be passed along to the general Internet
community.

4.1. Moore’s Law

In 1965, Gordon Moore projected that the density of transistors in
integrated circuits could double every two years, with respect to
minimum component cost. The period was subsequently adjusted to be
between 18-24 months and this conjecture became known as Moore’s Law
[ML]. The semiconductor industry has been following this density
trend for the last 40 or so years.

The commonly held wisdom is that Moore’s law will save the day by
ensuring that technology will continue to scale at the historical
rate that will surpass the growth rate of routing information.
However, it is vital to understand that Moore’s law comes out of the
high-volume portion of the semiconductor industry, where the costs of
silicon are dominated by the actual fabrication costs. The
customized silicon used In core routers is produced in far lower
volume, typically in the 1,000-10,000 parts per year, whereas
microprocessors are running in the tens of millions per year. This
places the router silicon well off the cost curve, where the
economies of scale are not directly inherited, and yield improvements
are not directly inherited from the best current practices. Thus,
router silicon benefits from the technological advances made in
semiconductors, but does not follow Moore’s law from a cost
perspective.

To date, this cost difference has not shown clearly. However, the
growth in bandwidth of the Internet and the steady climb of the speed
of individual links has forced router manufacturers to apply more
sophisticated silicon technology continuously. There has been a new
generation of router hardware that has grown at about 4x the
bandwidth every three years, and increases in routing table size have
been absorbed by the new generations of hardware. Now that router
hardware is nearing the practical limits of per-lambda bandwidth, it
is possible that upgrades solely for meeting the forwarding table
scaling will become more visible.
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4.1.1. DRAM

In routers, DRAM is used for storing the RIB and, in lower-end
routers, is also used for storing the FIB. Historically, DRAM
capacity grows at about 4x every 3.3 years. This translates to 2.4x
every 2 years, so DRAM capacity actually grows faster than Moore’s
law would suggest. DRAM speed, however, only grows about 10% per
year, or 1.2x every 2 years [DRAM] [Molinero]. This is an issue
because BGP convergence time is limited by DRAM access speeds. In
processing a BGP update, a BGP speaker receives a path and must
compare it to all of the other paths it has stored for the prefix.
It then iterates over all of the prefixes in the update stream. This
results in a memory access pattern that has proven to limit the
effectiveness of processor caching. As a result, BGP convergence
time degrades at the routing table growth rate, divided by the speed
improvement rate of DRAM. In the long run, this is likely to become
a significant issue.

4.1.2. OFff-chip SRAM

Storing the FIB in off-chip SRAM is a popular design decision. For
high-speed interfaces, this requires low-latency, high-capacity
parts. The driver for this type of SRAM was formerly PC cache
memory. However, this cache memory has recently been migrating
directly onto the processor die, so that the volumes of cache memory
have fallen off. Today, the primary driver for off-chip SRAM is cell
phones, which require low-power, small-capacity parts that are not
applicable to high-end router design. As a result, the SRAMs that
are favored for router design are not volume parts. They have fallen
off the cost curve and do not track with Moore’s law.

4_.2. Forwarding Engines

For many years, router companies have been building special-purpose
silicon to provide high-speed packet-forwarding capabilities. This
has been necessary because the architectural limitations of general
purpose CPUs make them incapable of providing the high-bandwidth, low
latency, low-jitter 1/0 interface for making high speed forwarding
decisions.

As a result, the forwarding engines being built for high-end routers
are some of the most sophisticated Application-specific Integrated
Circuits (ASICs) being built, and are currently only one
technological step behind general-purpose CPUs. This has been
largely driven by the growth in bandwidth and has already pushed the
technology well beyond the knee in the price/performance curve.
Given that this level of technology is already a requirement to meet
the performance goals, using on-chip SRAM is an interesting design
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alternative. |If this choice is selected, then growth in the
available FIB is tightly coupled to process technology improvements,
which are driven by the general-purpose CPU market. While this
growth rate should suffice, in general, the forwarding engine market
is decidedly off the high-volume price curve, resulting in spiraling
costs to support basic forwarding.

Moreover, if there is any change in Moore’s law or decrease in the
rate of processor technology evolution, the forwarding engine could
quickly become the technological leader of silicon technology. This
would rapidly result in forwarding technology becoming prohibitively
expensive.

4_.3. Chip Costs

Each process technology step in chip development has come at
increasing cost. The milestone of sending a completed chip design to
a fabricator for manufacturing is known as “tapeout’, and is the
point where the designer pays for the fixed overhead of putting the
chip into production. The costs of taping out a chip have been
rising about 1.5x every 2 years, driven by new process technology.
The actual design and development costs have been rising similarly,
because each new generation of technology increases the device count
by roughly a factor of 2. This allows new features and chip
architectures, which inevitably lead to an increase in complexity and
labor costs. |If new chip development was driven solely by the need
to scale up memory, and if memory structures scaled, then we would
expect labor costs to remain fixed. Unfortunately, memory structures
typically do not seem to scale linearly. |Individual memory
controllers have a non-negligible cost, leading to the design for an
internal on-chip interconnect of memories. The net result is that we
can expect that chip development costs to continue to escalate
roughly in line with the increases in tap