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Abstract

The scalability of Hierarchical Virtual Private LAN Service (H VPLS)
with Et hernet access networks (RFC 4762) can be inproved by

i ncorporating Provider Backbone Bridge functionality in the VPLS
access. Provider Backbone Bridgi ng has been standardi zed as | EEE
802. 1ah-2008. It ains to inprove the scalability of Media Access
Control (MAC) addresses and service instances in Provider Ethernet
networks. This docunent describes different interoperability
scenari os where Provider Backbone Bridge functionality is used in

H VPLS with Ethernet or MPLS access network to attain better
scalability in terms of nunber of customer MAC addresses and nunber
of service instances. The docunent al so describes the scenarios and
the mechani sms for incorporating Provider Backbone Bridge
functionality within HVPLS with existing Ethernet access and
interoperability anong them Furthernore, the docunent discusses the
m gration nechani sns and scenari os by which Provi der Backbone Bri dge
functionality can be incorporated into H VPLS with existing MPLS
access.

Status of This Meno

This docunent is not an Internet Standards Track specification; it is
publ i shed for informational purposes.

This docunment is a product of the Internet Engi neering Task Force
(IETF). It represents the consensus of the I ETF comunity. |t has
recei ved public review and has been approved for publication by the
Internet Engineering Steering Group (IESG. Not all docunents
approved by the | ESG are a candi date for any |level of Internet

St andard; see Section 2 of RFC 5741.

I nformation about the current status of this docunent, any errata,

and how to provide feedback on it nmay be obtained at
http://ww. rfc-editor.org/info/rfc7080
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1.

I ntroduction

The scalability of Hi erarchical Virtual Private LAN Service (H VPLS)
wi th Ethernet access networks [RFCA762] can be inproved by

i ncorporating Provider Backbone Bridge (PBB) functionality in the
VPLS access. Provider Backbone Bridgi ng has been standardi zed as

| EEE 802. 1ah-2008 [802. 1ah], which is an anendnent to | EEE 802.1Q to
i mprove the scalability of Media Access Control (MAC) addresses and
service instances in Provider Ethernet networks. This docunent
describes interoperability scenarios where | EEE 802. 1ah functionality
is used in HVPLS with Ethernet or MPLS access network to attain
better scalability in terns of the nunber of custoner MAC addresses
and the nunber of services.

Thi s docunent al so covers the interoperability scenarios for

depl oying H VPLS with Provi der Backbone Bridgi ng Et hernet access when
other types of access networks are deployed, including existing

802. 1lad Ethernet and MPLS access in either single or nultiple service
domai ns. Furthernore, the docunent explores the scenarios by which
an operator can gradually mgrate an existing HVPLS network to

Provi der Backbone Bridgi ng over VPLS.

Section 2 gives a quick term nol ogy reference and Section 3
highlights the applicability of Provider Backbone Bridgi ng
interoperation with VPLS. Section 4 describes HVPLS with
honbgeneous Provi der Backbone Bridge Access Network. Section 5
di scusses H VPLS with mi xed 802. 1ah/802. 1ad access. Section 6
focuses on Provi der Backbone Bridging in HVPLS with MPLS Access
Net wor k i ncludi ng PBB function on U-PE and on N-PE vari ants.
Finally, Section 7 describes gradual mgration scenarios from
existing HVPLS to Provider Backbone Bridging over H VPLS.

Ter i nol ogy

802. lad: | EEE specification for "Q nQ encapsul ati on and bri dgi ng of
Et hernet franes.

802. 1lah: | EEE specification for "MAC tunneling" encapsul ati on and
bridging of franes across a Provider Backbone Bridged Network
(PBBN) .

B- BEB: A backbone edge bridge positioned at the edge of a PBBN. It
contai ns a B-conponent that supports bridging in the provider
backbone based on B- MAC and B- TAG i nformati on.

B- MAC. The backbone source or destinati on MAC address fields defined
in the 802.1ah provider MAC encapsul ati on header.
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BCB: A backbone core bridge running in the core of a provider
backbone bridged network. |t bridges franes based on B-TAG
i nformati on just as an 802.1ad provider bridge will bridge franes
based on a Service VLAN (S-VLAN) identifier.

B- Conponent: The backbone conponent of a Provider Backbone edge
bridge as defined in [802. 1lah].

BEB: A backbone edge bridge positioned at the edge of a provider
backbone bridged network. It can contain an |-conponent,
B- conponent, or both.

B- MACs: Backbone MAC addresses -- outer MAC addresses of a PBB-
encapsul ated frane.

B-TAG A field defined in the 802. 1ah provi der MAC encapsul ation
header that conveys the backbone VLAN identifier information. The
format of the B-TAG field is the sane as that of an 802.1ad S-TAG
field.

B- Tagged Service Interface: This is the interface between a BEB and
BCB in a PBB network. Franes passed through this interface
contain a B-TAG fi el d.

B-VID. This is the specific VLAN identifier carried inside a B-TAG

C- MACs: Custoner MAC addresses are the inner MAC addresses of a PBB-
encapsul ated frane.

H VPLS: Hierarchical Virtual Private LAN Service.

| -conponent: A bridging conponent contained in a backbone edge bridge
that bridges in the customer space (custonmer MAC addresses,
S-VLAN) .

| B- BEB: A backbone edge bridge positioned at the edge of a provider
backbone bridged network. It contains an |-conponent for bridging
in the custoner space (custoner MAC addresses, S-VLAN IDs) and a
B- conmponent for bridging the provider’s backbone space (B-MAC,
B- TAG .

| -BEB: A backbone edge bridge positioned at the edge of a provider
backbone bridged network. |t contains an |-conponent for bridging
in the custoner space (custoner MAC addresses, S-VLAN IDs).

I-SID: The 24-bit service instance field carried inside the |I-TAG

I-SID defines the service instance that the franme should be
"mapped to".
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|-TAG A field defined in the 802. 1ah provi der MAC encapsul ation
header that conveys the service instance information (I-SlID)
associated with the franme

| - Tagged Service Interface: This is the interface defined between the
| - conponent and B-conponent inside an | B-BEB or between two
B-BEBs. Franes passed through this interface contain an |I-TAG
field.

N PE: Networ k-faci ng Provider Edge
PBB: Provi der Backbone Bridge
PBBN: Provi der Backbone Bri dged Network

PBN: Provider Bridged Network. A network that enploys 802.1ad (Q nQ
t echnol ogy.

S-TAG A field defined in the 802.1ad Q nQ encapsul ati on header that
conveys the Service VLAN (S-VLAN) identifier information.

S-Tagged Service Interface: This the interface defined between the
customer (CE) and the |-BEB or |B-BEB conponents. Franmes passed
through this interface contain an S-TAG fi el d.

S-VLAN:. The specific Service VLAN identifier carried inside an S-TAG
U PE: User-facing Provider Edge
VPLS: Virtual Private LAN Service

3. Applicability

[ RFCA762] describes a two-tier hierarchical solution for VPLS for the
pur pose of inproved pseudowire (PW scalability. This inprovenent is
achi eved by reducing the nunber of PE devices connected in a full-
mesh topol ogy through connecting CE devices via the lower-tier access
network, which in turn is connected to the top-tier core network.

[ RFCA762] describes two types of H VPLS network topol ogies -- one
with an MPLS access network and another with an | EEE 802. 1lad (Q nQ
Et hernet access network. In both types of H VPLS, the |earning and
forwardi ng of MAC addresses is based on custoner MAC addresses

(G MACs), which poses scalability issues as the nunber of VPLS

i nstances (and thus C MACs) increases. Furthernore, since a set of
PW is maintained on a per custoner service instance basis, the
nunber of PW required at N-PE devices is proportional to the nunber
of custoner service instances nultiplied by the nunber of N PE
devices in the full-mesh set. This can result in scalability issues
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(in terns of PWnanageability and troubl eshooting) as the nunber of
customer service instances grows.

In addition to the above, H VPLS with an 802. 1ad Et hernet access
networ k has another scalability issue in terns of the nmaxi mum nunber
of service instances that can be supported in the access network as
described in [RFC4762]. Since the nunber of provider VLANs (S-VLANs)
is limted to 4094 and each S-VLAN represents a service instance in
an 802. 1lad network, then the maxi nrum nunber of service instances that
can be supported is 4094. These issues are highlighted in [ RFC6246].

Thi s docunent describes how | EEE 802. 1ah (aka Provi der Backbone

Bri dges) can be integrated with H VPLS to address these scalability
issues. In the case of HVPLS with 802. 1ah Et hernet access, the
solution results in better scalability in terms of both nunber of
servi ce instances and nunber of C-MACs in the Ethernet access network
and the VPLS core network, as well as nunber of PW in VPLS core
network. And in the case of HVPLS with MPLS access, Provider
Backbone Bridging functionality can be used at the U PE or N PE,
which results in reduction of custoner MAC addresses and the nunber
of PW in the VPLS core network.

The interoperability scenarios depicted in this docunment fall into
the following two categories

- Scenarios in which Provider Backbone Bridgi ng seam essly works
with current VPLS inplenmentations (e.g., Section 4.2).

- Scenarios in which VPLS-PE inplenentations need to be upgraded in
order to work with Provider Backbone Bridging (e.g., Sections 4.3
and 5.1).

4. H VPLS with Honogeneous PBBN Access

PBBN access of fers MAC-address-table scalability for H VPLS PE nodes.
This is due to the MAC tunneling encapsul ati on schene of PBB, which
only exposes the provider’'s own MAC addresses to PE nodes (B-MACs of
Provi der’s PBB-capabl e devices in the access network), as opposed to
custonmers’ MAC addresses in conventional H VPLS with MPLS or 802. l1ad
access.

PBBN access al so of fers service-instance scalability when conpared to
H VPLS with 802.1Q 802. 1ad access networks. This is due to the new
24-bit service identifier (1-SID) used in PBB encapsul ati on, which
allows up to 16M services per PBB access network, conpared to 4094
services per 802.1Q 802. 1ad access network
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Anot her inportant advantage of PBBN access is that it offers clear
separation between the service |layer (represented by [-SID) and the
network | ayer (represented by B-VLAN). B-VLANs segregate a PBB
access network into different broadcast domai ns and possibly uni que
spanni ng-tree topol ogies, with each domain being able to carry
multiple services (i.e., I-SIDs). In 802.1ad access networks, the
network and service |layers are the sanme (represented by S-VLAN)

This separation allows the provider to manage and optini ze the PBB
access network topol ogy i ndependent of the number of service
i nstances that are supported.

In this section and those following, we ook into different flavors
of HVPLS with PBBN access. This section discusses the case in which
H VPLS is deployed with honogeneous PBBN access. Section 5 describes
the case in which at | east one of the access networks has PBN access
(Q nQ@ 802. 1ad) while the others are PBBNs.

On a nacro scale, a network that enploys H VPLS with PBBN access can
be represented as shown in Figure 1 bel ow

S +
| |
Fomem- - + | | PFMPLS | Fomem- - +

+----+ | +----+ +----+ | +----+

| CE|--| | | VPLS| | VPLS| | |--1 CE |
+----+ | PBBN |[---| PE | | PE|--] PBBN | +----+
+----+ | 802.1lah | +----+ +----+ | 802.1lah | +----+

| CE |--]| | | Backbone | | |--] CE
B e LI pepepp + RS + Fomm e e o +  H----+

Figure 1: H VPLS with PBBN Access
In the context of PBBN and H VPLS interoperability, "I1-SID Domain"

and "B-VLAN Domai n" can be defined as foll ows:

- "1-SID Donain" refers to a network adm ni strative boundary under
which all the PBB BEBs and VPLS-PE devices use the sane |-SID
space. That is, the |-SID assignnent is carried out by the same
adm nistration. This effectively nmeans that a given service
i nstance has the sanme |-SID designation on all devices within an
| - SI D Donai n.

- "B-VLAN Donmi n" refers to a network adninistrative boundary under
which all the PBB BEBs and VPLS- PE devi ces enpl oy consistent |-SID
to B-VLAN bundling. For exanple, the grouping of I-SIDs to
B-VLANs is the sane in that domain. Although the two B-VLANs in
two PBBNs that represent the same group of |1-SIDs do not need to
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use the sane B-VID value, in practice, they often use the same
val ue because once the |-SID grouping is nmade identical in two
PBBNs. It is very easy to make the values of the correspondi ng
B-VIDs identical also.

Consequently, three different kinds of "Service Domai ns" are defined
in the followi ng manner:

- Tightly Coupled Service Domain - Different PBBNs’' access bel ongi ng
to the sanme |1-SID Domai n and B-VLAN Domai n. However, the network
control protocols (e.g., XSTP) run independently in each PBBN
access.

- Loosely Coupled Service Domain - Different PBBNs' access bel ongi ng
to the sane |-SID Domai n. However, each PBBN access naintains its
own i ndependent B-VLAN Domain. Again, the network contro
protocols (e.g., xSTP) run independently in each PBBN access.

- Different Service Domain - In this case, each PBBN access
mai ntains its own i ndependent |-SID Domain and B-VLAN Donmain, with
i ndependent network control protocols (e.g., xSTP) in each PBBN
access.

In general, correct service connectivity spanning networks in a
Tightly Coupl ed Service Domai n can be achi eved via B-VID mappi ng

bet ween the networks (often even w thout B-VID translation).

However, correct service connectivity spanning networks in a Loosely
Coupl ed Service Domain requires I-SIDto B-VID remapping (i.e.
unbundling and rebundling of 1-SIDs into B-VIDs). Furthernore,
service connectivity spanning networks in Different Service Domains
requires both |-SID translation and |1-SID to B-VID renmappi ng.

4.1. Service Interfaces and Interworking Options

Customer devices will interface with PBBN edge bridges using existing
Et hernet interfaces including | EEE 802. 1Q and | EEE 802. 1ad. At the
PBBN edge, C-MAC frames are encapsul ated in a PBB header that

i ncl udes service provider source and destinati on MAC addresses
(B-MACs) and are bridged up to the VPLS-PE. The PBB-encapsul ated
C-MAC frane is then injected into the VPLS backbone network

delivered to the renote VPLS-PE node(s), and switched onto the renote
PBBN access. Fromthere, the PBBN bridges the encapsulated frane to
a PBBN edge bridge where the PBB header is renoved and the custoner
frame is sent to the custoner domain.
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I nt eroperating between PBBN devi ces and VPLS- PE nodes can | everage
the BEB functions already defined in [802.1ah]. Wen |I-SID
visibility is required at the VPLS-PE nodes, a new service interface
based on I-SID tag will need to be defined.

Mor eover, by nmapping a bridge domain (e.g., B-VLAN) to a VPLS

i nstance, and bundling nultiple end-custoner service instances
(represented by |1-SID) over the sanme bridge domain, service providers
will be able to significantly reduce the nunber of full-nesh PW
required in the core. In this case, |-SIDvisibility is not required
on the VPLS-PE and the 1-SIDwill serve as the neans of

mul ti pl exi ng/ de-nul ti pl exi ng i ndividual service instances in the PBBN
over a bundle (e.g., B-VLAN)

Wien |-SID visibility is expected across the service interface at the
VPLS- PE, the VPLS-PE can be considered to offer service-Ievel

i nt erwor ki ng between PBBN access and the I P/ MPLS core. Simlarly,
when the PE is not expected to have visibility of the I-SID at the
service interface, the VPLS-PE can be considered to offer network-

| evel interworking between PBBN access and the MPLS core.

A VPLS-PE is always part of the I P/MPLS core, and it nay optionally
participate in the control protocols (e.g., xSTP) of the access
networ k. \When connecting to a PBBN access, the VPLS-PE needs to
support one of the followi ng two types of service interfaces:

- Type |: B-Tagged Service Interface with B-VID as Service
Delimter

The PE connects to a Backbone Core Bridge (BCB) in the PBBN access.
The handoff between the BCB and the PE is B-Tagged PBB-encapsul at ed
frames. The PE is transparent to PBB encapsul ations and treats these
franes as 802. lad franes since the B-VID EtherType is the same as the
S-VID EtherType. The PE does not need to support PBB functionality.
This corresponds to conventional VPLS-PEs’ tagged service interface.
When using Type | service interface, the PE needs to support either
raw node or tagged node Ethernet PW Type | service interface is

described in detail in Section 4.2.
- Type Il: 1-Tagged Service Interface with I-SID as Service
Delimter

The PE connects to a B-BEB (backbone edge bridge with B-conponent) in
the PBBN access. The PE itself also supports the B-BEB functionality
of [802.1ah]. The handoff between the B-BEB in the PBBN access and
the PE is an |-Tagged PBB-encapsul ated frane. Wth Type Il service
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interface, the PE supports the existing raw node and tagged node PW
types. Type |l service interface is described in detail in Section
4. 3.

4.2. HVPLS with PBBN Access: Type | Service Interface

This is a B-Tagged service interface with B-VID as service delimter
on the VPLS-PE. It does not require any new functionality on the
VPLS-PE. As shown in Figure 2, the PE is always part of the | P/ MPLS
core. The PE may al so be part of the PBBN access (e.g., VPLS-PE on
right side of Figure 2) by participating in network control protocols
(e.g., xSTP) of the PBBN access.

PBBN Access | P/ MPLS Core PBBN Access
Fom o +
[ S + | | T +
| I || |
| +-- -+ | VPLS] +- + | | +-- -+ |
| |BCBI---| PE|---|P ||  |BCH |
| R T A e A | | [+---+ |
| +---+ | /| +----+ -+ / +- - - 4
+--+ ||IB]| +---+ |VPLS|/ +-+ |VPLS|/ +---+ |IB-||] +--+
| CE| -| | BEB| - | BCB| ---| PE |---|P|--| PE|---|BCB|-|BEB|--|CH
R I i S A SR R I A S S S o B
| I [ |
Fomm e - + | | +--]------------ +
| Fom e - + |
| |
Type | Type |

Figure 2: HVPLS with PBBN Access and Type | Service Interface

Type | service interface is applicable to networks with Tightly
Coupl ed Service Domai ns, where both |-SID Domai ns and B- VLAN Domai ns
are the same across all PBBN access networKks.

The BCB and the VPLS-PE will exchange PBB-encapsul ated franes that

i ncl ude source and destination B-MACs, a B-VID, and an I-SID. The
service delinter, fromthe perspective of the VPLS-PE, is the B-VID
in fact, this interface operates exactly as a current 802.1Q ad
interface into a VPLS-PE does today. Wth Type | service interface,
the VPLS-PE can be considered to provide network-1evel interworking
bet ween PBBN and MPLS donmi ns, since VPLS-PE does not have visibility
of |-SIDs.

The mai n advantage of this service interface, when conpared to other

types, is that it allows the service provider to save on the nunber
of full-nmesh PW required in the core. This is prinarily because
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mul tiple service instances (I-SIDs) are bundled over a single full-
mesh PWcorresponding to a bridge domain (e.g., B-VID), instead of
requi ring a dedicated full-nesh PWper service instance. Another
advantage is the MAC address scalability in the core since the core
is not exposed to C MAGCs.

The di sadvantage of this interface is the conparably excessive
replication required in the core: since a group of service instances
share the same full-nmesh of PW, an unknown unicast, multicast, or
broadcast on a single service instance will result in a flood over
the core. This, however, can be mtigated via the use of flood
contai nment per |-SID (B-MAC nmulticast pruning).

Three different nodes of operation are supported by Type | service
i nterface:

- Port Mbdde: Al traffic over an interface in this node is mapped to
a single VPLS instance. Existing PWsignaling and Ethernet raw
node (0x0005) PWtype, defined in [RFC4447] and [ RFC4448], are
support ed.

- VLAN Mode: all traffic associated with a particular VLAN
identified by the B-VID is mapped to a single VPLS instance.
Exi sting PWsignaling and Ethernet raw node (0x0005) PWtype,
defined in [ RFC4447] and [ RFC4448], are supported.

- VLAN Bundling Mode: all traffic associated with a group or range
of VLANs or B-VIDs is mapped to a single VPLS instance. Existing
PWsignal i ng and Ethernet raw node (0x0005) PWtype, defined in
[ RFC4447] and [ RFC4448], are supported.

For the VLAN node, it is also possible to use Ethernet tagged node
(0x0004) PW as defined in [ RFC4447] and [ RFC4448], for
interoperability with equi pment that does not support raw node. The
use of raw node is reconmended to be the default though

4.3. HVPLS with PBBN Access: Type Il Service Interface

This is an | -Tagged service interface with |-SID as service delimter
on the VPLS-PE. It requires the VPLS-PE to include the B-conmponent
of PBB BEB for 1-SID processing in addition to the capability to map
an |-SID Bundle to a VPLS instance. As shown in Figure 3, the PEis
al ways part of the | P/MPLS core and connects to one or nore B-BEBs in
t he PBBN access.
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PBBN Access | P/ MPLS Core PBBN Access
Fommmmmmmeaaaaa +
Fommmm e oo - + | | Fommmm e oo - +
| | | | | |
| B e + | | +---+
| |B- | |PE W] +-+ | | [BCBl |
| | BEB| - - | B- BEB| - | P| | | +---+
| kY A S + +-+ | | / | |
| +---+ +---4/ +----- +/ L S S S
+-+ ||I1B]| |B | |PEW | ++ |PEW]| |B- | [IB]]|] +-+
| CE| -| | BEB| - | BEB| --| B-BEB| - | P| - | B- BEB| - | BEB| | BEB| --| CE
R B e R AL SR + +-+ +----- A T S B
| I | |
R o | ] A +
| - +
| |
Type 11 Type |

Figure 3: HVPLS with PBBN Access and Type |l Service Interface

Type |l service interface is applicable to Loosely Coupl ed Service
Donai ns and Different Service Domains. B-VLAN Domai ns can be

i ndependent and the B-VID is always locally significant in each PBBN
access: it does not need to be transported over the | P/ MPLS core.

G ven the above, it should be apparent that Type |l service interface
is applicable to Tightly Coupl ed Service Dormai ns as wel | .

By definition, the B-BEB connecting to the VPLS-PE will renpbve any

B- VLAN tags for frames exiting the PBBN access. The B-BEB and
VPLS- PE wi || exchange PBB-encapsul ated franes that include source and
destination B-MACs and an |-SID. The service delinmter, fromthe
perspective of the VPLS-PE, is the |-SID. Since the PE has
visibility of 1-SIDs, the PE provides service-Ilevel interworking

bet ween PBBN access and | P/ MPLS core.

Type |l service interface may operate in |-SID Bundling Mde: al
traffic associated with a group or range of |-SIDs is nmapped to a
single VPLS instance. The PE naintains a mapping of |-SIDs to a PE

| ocal bridge donmain (e.g., B-VID). The VPLS instance is then
associated with this bridge domain. Wth Loosely Coupl ed service
Domains, no |-SID transl ation needs to be performed. Type Il Service
interface al so supports Different Service Donains in this node, since
the B-BEB link in the PE connecting to the I ocal PBBN can performthe
translation of PBBN-specific I-SIDto a local I-SIDwthin the

| P/ MPLS core, which may then be translated to the other PBBN- specific
I-SID on the egress PE.  Such translation can al so occur in the B-BEB
of PBBN access. Existing PWsignaling and Et hernet raw node
(0x0005), defined in [RFC4447] and [ RFC4448], is supported. It is
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al so possible to use a tagged node (0x0004) PWfor purpose of
interoperability with equi prment that does not support raw node.

Type Il service interface provides operators with the flexibility to
trade off PWstate for nulticast flooding containment, since a full-
mesh of PWs can be set up:

a. per 1-SID
b. per group of 1-SIDs, or

c. for all 1-SIDs.
For (a) and (b), the advantage that Type Il service interface has
conpared to Type | is that it can reduce replication in the core

wi t hout the need for a mechani smthat provides flood containment per-
I-SID (B-MAC nul ticast pruning). This is mainly due to the increased
segregation of service instances over disjoint full meshes of PW.

For (c), both Type Il and Type | service interfaces are at par wth
regard to flood containnent.

For (a) and (b), the disadvantage of this service interface, conpared

to Type I, is that it may require a larger nunber of full-nesh PW in
the core. For (c), both Type Il and Type | service interfaces are at
par with regard to PWstate. However, for all three scenarios, the
nunber of full-nesh PW can still be fewer than the nunber required

by H VPLS wi thout PBBN access, since an |-SID can nultiplex nany
S- VLANSs.

It is expected that this interface type will be used for custoners
with significant nmulticast traffic (but w thout mnulticast pruning
capability in the VPLS-PE) so that a separate VPLS instance is set up
per group of custoners with simlar geographic locality (per |-SID

group).

Note: Port node is not called out in Type Il service interface since
it requires the mapping of 1-SIDs to be identical on different

| - Tagged i nterfaces across VPLS network. |If this is indeed the case,
Port node defined in Type | service interface (Section 4.2) can be
used.
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5.

H VPLS with M xed PBBN Access and PBN Access

It is foreseeable that service providers will want to interoperate
their existing Provider Bridged Networks (PBNs) w th Provider
Backbone Bridged Networks (PBBNs) over H VPLS. Figure 4 bel ow shows
the hi gh-level network topol ogy.

e +
| |
e + | | P/ MPLS | e +
+----+ | +----+ +----+ | +----+
| CE |--]| PBN | | VPLS] | VPLS| | |--] CE |
+----+ | (QnQ |---| PE1] | PE2|--| PBBN | +----+
+----+ | 802.1ad | +----+ +----+ | 802.1ah | +----+
| CE|--] | | Backbone | | |--] CE |
B L + S + [ S + H----+

Figure 4. HVPLS with M xed PBN and PBBN Access Networks

Referring to Figure 4 above, two possibilities conme into play
dependi ng on whether the interworking is carried out at PE1L or PE2.
These are described in the foll owi ng subsections.
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5.1. HVPLS with M xed PBBN and PBN Access: Mbdified PBN PE

As shown in Figure 5, the operation of VPLS-PE2 (connecting to the
PBBN access on the right) is no different fromwhat was di scussed in
Section 4. Type Il service interface, as discussed in the above
section, is applicable. 1t is the behavior of VPLS-PEl (connecting
to the PBN access on the left) that is the focus of this section

PBN Access | PF MPLS Core PBBN Access
(802. 1ad) R + (802. 1ah)
| | e +
oo + . |
| | | e
| +---+ |PEW]| +-+ | | |BCB |
| | PCB| - - | I BBEB] - | P| R
| L + +-+ | | / | |
| | / +----- +/ +--- - - S S S
4ok 4ok koot [PEW| bk |PE W B | [IB-|] oo+
| CE| -| | PEB| -| PCB| --| | BBEB| - | P| - | B- BEB| - | BEB| | BEB| --| CE
e I R S A S + -4 oo REAR S S S R
| | | |PEL PE2| | | |
oo ] | e *
| S +
| |
S- Tagged Type |1 (I1-Tagged)

Figure 5: HVPLS with M xed PBN and PBBN Access: Mdified PBN PE
Some assunptions nade for this topol ogy include:

- CEis directly connected to PBBN via S-Tagged or port-based
i nterface.

- |-SIDin PBBN access represents the sane custoner as S-VID in PBN
access.

- At S-Tagged service interface of PE with IB-BEB functionality
(e.g., PE1 in Figure 5), the only viable service is 1:1 mappi ng of
S-VIDto I-SID. However, towards the core network side, the sanme
PE can support |-SID bundling into a VPLS instance.

- PE1l participates in the local 1-SID Donain of the | P/ MPLS core so
the nodel acconmopbdates for the rest of the PBB network any of the
three domain types described in Section 4 -- Tightly Coupl ed,
Loosely Coupl ed, and Different Service Domains.
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5.

2.

-  For ease of provisioning in these disparate access networks, it is
recomended to use the sane |-SID Donai n anong the PBBN access
networks and the PEs with IB-BEB functionality (those connecting
to PBN).

This topol ogy operates in |-SID Bundling Mdde: at a PE connecting to
PBN access, each S-VIDis nmapped to an |-SID and subsequently a group
of 1-SIDs is mapped to a VPLS instance. Sinmilarly, at a PE
connecting to PBBN access, each group of 1-SIDs is napped to a VPLS
instance. Similar to Type Il service interface, no |I-SID translation
is performed for the 1-SID bundling case. Existing PWsignaling and
Et hernet raw node (0x0005) PWtype, defined in [ RFC4447] and

[ RFC4448], are supported. It is possible to use tagged node (0x0004)
PW for backward conpatibility as well

H VPLS with M xed PBBN and PBN Access: Regul ar PBN PE

As shown in Figure 6, the operation of VPLS-PEl (connecting to the
PBN access on the left) is no different fromexisting VPLS-PEs. It
is the behavior of VPLS-PE2 (connecting to the PBBN access on the
right) that is the focus of this section

PBN Access | PP MPLS Core PBBN Access
(802. 1ad) R + (802. 1ah)
| | e +
omeee e o I |
| | | e
| #--4 | PE| 4+ | | |BCB| |
| | PCB] - - | | -1 Pl | e
| Rk i & S + +-+ | | / | |
| | / +----- +/ S e + H---t 4---+
+--4+ |4---4+ 4---4+ | PE| +-+ |PEW]| |B | |IB]] +--+
| CE| - | | PEB| - | PCB] - - | | -1 Pl-|1BBEB| - | BEB| |BEB]--| CH
e I R A S + -+ +----- LEAE I S B S
| | | |PEL PE2| | | |
e 1 | ] e +
| B SR +
| |
S- Tagged Type |1 (1-Tagged)

Figure 6: HVPLS with M xed PBN and PBBN Access: Regul ar PBN PE
Some assunptions nade for this topol ogy include:

- The CE is directly connected to the PBBN access via an S-Tagged or
port-based Interface.
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- The I-SID in the PBBN access represents the sanme custoner as the
S-VID in the PBN access.

- There is 1:1 mapping between the 1-SID and the VPLS instance.

- At the S-Tagged service interface of the PE connecting to PBN
(e.g., PE1 in Figure 6), the PE only provides 1:1 mapping of S-VID
to the VPLS instance. S-VID bundling is not a viable option since
it does not correspond to anything in the PBBN access.

- The PE connecting to the PBBN access (e.g., PE2 in Figure 6),
supports I B-BEB functionality and the |-conponent is connected to
the VPLS Forwarder (i.e., the I|I-conponent faces the |P/MPLS core
wher eas the B-conponent faces the PBBN access network). One or
nore | -SIDs can be grouped into a B-VID in the PBBN access.

- Since CGVID grouping in different PBBN access networ ks must be
consistent, it is assuned that sane |-SID Donain is used across
t hese PBBN access networks.

Unli ke the previous case, |-SID bundling node is not supported in
this case. This is primarily because the VPLS core operates in the
same manner as today. The PE with IB-BEB functionality connecting to
PBBN access perforns the nmappi ng of each VPLS instance to an |-SID
and one or nore of these I-SIDs may be nmapped onto a B-VID within the
PBBN access networ K.

6. H VPLS with MPLS Access

In this section, the case of HVPLS with MPLS access network is

di scussed. The integration of PBB functionality into VPLS-PE for
such access networks is described to inprove the scalability of the
network in terms of the nunber of MAC addresses and service instances
that are support ed.

For this topology, it is possible to enbed PBB functionality in
either the UWPE or the NNPE. Both of these cases are described in
the follow ng subsections.

6.1. HVPLS with MPLS Access: PBB U PE
As stated earlier, the objective for incorporating PBB function at
the UPE is to inprove the scalability of H VPLS networks in terns of
t he nunber of MAC addresses and service instances that are supported.
In current HVPLS, the N-PE nust |earn custoner MAC addresses

(G MACs) of all VPLS instances in which it participates. This can
easily add up to hundreds of thousands or even millions of C MACs at

Saj assi, et al. I nf or mat i onal [ Page 17]



RFC 7080 VPLS Interoperability with PBB Decenber 2013

the NNPE. \Wen the U PE perfornms PBB encapsul ation, the N-PE only
needs to learn the MAC addresses of the U PEs, which is a significant
reduction. Furthernore, when PBB encapsul ation is used, many |-SlDs

are nultiplexed within a single bridge domain (e.g., B-VLAN). |If the
VPLS instance is set up per B-VLAN, then one can al so achieve a
significant reduction in the nunber of full-mesh PW. It should be

noted that this reduction in full-nmesh PW comes at the cost of
potentially increased replication over the full-mesh of PW: customner
mul ti cast and/or broadcast frames are effectively broadcasted within
the B-VLAN. This may result in additional frame replication because
the full-mesh PW corresponding to a B-VLAN are nost |ikely bigger
than the full-nmesh PW corresponding to a single |-SID. However,
flood containment per 1-SID (B-MAC nulticast pruning) can be used to
remedy this drawback and have nmulticast traffic replicated
efficiently for each custoner (i.e., for each |I-SID)

Figure 7 belowillustrates the scenario for HVPLS with MPLS access.
As illustrated, custoner networks or hosts (CE) connect into the U PE
nodes using standard Ethernet interfaces [802.1D REV], [802.1Q, or
[802.1ad]. The U-PE is connected upstreamto one or nore VPLS N PE
nodes by MPLS PW (per VPLS instance). These, in turn, are connected
via a full nesh of PW (per VPLS instance) traversing the | P/ MPLS
core. The U-PEis outfitted with PBB Backbone Edge Bri dge (BEB)
functions where it can encapsul at e/ decapsul ate custoner MAC franes in
provi der B-MACs and performI|-SID translation if needed.

PBB PBB
BEB R + BEB
I I I I
| R + | P | R +
| | MPLS | | MPLS | | MPLS | |
V | Access +----+ | Core | +----+ Access | \%
+o-+  H----+ | VPLS]| - | | -| VPLS]| B e
| CE| - - | U- PE| | N-PE| | | | PE| | U-PE| - - | CE|
+--+ - -+ +---- 4 | +----+ +-o-- o+ - -+
I | | I
Fom e mma oo + S + Fom e mma oo +

Figure 7: HVPLS with MPLS Access Network and PBB U PE

The U-PE still provides the sane type of services toward its
custoners as before and they are:

- Port node (either 802.1D, 802.1Q or 802.1ad)

- VLAN node (either 802.1Q or 802. lad)
- VLAN-bundling node (either 802.1Q or 802. 1ad)
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By incorporating a PBB function, the U PE naps each of these services
(for a given customer) onto a single |-SID based on the configuration
at the UPE. Many |-SIDs are nultiplexed within a single bridge
domain (e.g., B-VLAN). The U PE can then map a bridge domain onto a
VPLS instance and the encapsul ated frames are sent over the PW
associated with that VPLS instance. Furthernore, the entire Ethernet
bridgi ng operation over the VPLS network is perforned as defined in
[RFC4A762]. In other words, MAC forwarding is based on the B-MAC
address space and service delimter is based on VLAN I D, which is
B-VIDin this case. There is no need to inspect or deal with I-SID
values in the VPLS N PEs.

In the case of PBB U-PEs in a single |I-SID Donmain, |-SID assignnent
is performed globally across all MPLS access networks and therefore
there is no need for I-SID translation. This scenario supports |-SID
bundl i ng node, and it is assunmed that the mapping of the I-SIDs to
the bridge domain (e.g., B-VLAN) is consistent across all the
participating PE devices. |In the case of the I-SID bundling node, a
bridge domain (e.g., B-VLAN) is nmapped to a VPLS instance and an

exi sting Ethernet raw node (0x0005) or tagged node (0x0004) PWtype
is used as defined in [ RFC4447] and [ RFC4448].

| -SID node can be considered to be a degenerate case of 1-SID
bundl i ng where a single bridge domain is used per |-SID. However,
that results in an increased nunber of bridge donains and PW in the
PEs. PBB flood containnent (B-MAC nulticast pruning) per |1-SID can
be used in conjunction with I-SID bundling node to linit the scope of
flooding per I-SID thus renmoving the need for |-SID node.

6.2. HVPLS with MPLS Access: PBB N PE

In this case, the PBB function is incorporated at the NNPE to inprove
the scalability of HVPLS networks in ternms of the nunbers of MAC
addresses and service instances that are supported.

Cust oner networks or hosts (CE) connect into the U PE nodes using
standard Ethernet interfaces [802.1D REV], [802.1Q, or [802.1ad].
The U-PE is connected upstreamto one or nore VPLS N PE nodes by MPLS
PWs (per customer). These, in turn, are connected via a full mesh of
PWs (per customer or group of customers) traversing the I P/ MPLS core.

The U-PE still provides the sane type of services toward its
custoners as before and they are:

- Port node (either 802.1D, 802.1Q or 802.1ad)

- VLAN node (either 802.1Q or 802.1lad)
- VLAN-bundling node (either 802.1Q or 802. 1ad)
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The spoke PWfromthe U-PE to the NNPE is not service nultipl exed

because there is no PBB functionality on the U-PE, i.e., one service
per PW
PBB PBB
BEB +---------- + BEB
|| ||
SRR + | I P | | +----------- +
| MPLS | V| MPLS | V| MPLS
| Access +----+ | Core | +----+ Access
L | VPLS] - | | -] VPLS] R
| CEl - - | U- PE| | N-PE| | | | PE| | U- PE| - - | CE|
+--+  H----+ +o--- | +----+ S T
| I I |
oo I + e +

Figure 8 H VPLS with MPLS Access Network and PBB N-PE

By incorporating a PBB function, the N-PE naps each of these services
(for a given custonmer) onto a single |-SID based on the configuration
at the NNPE. Many |-SIDs can be nultiplexed within a single bridge
domain (e.g., B-VLAN). The N-PE can, then, either nmap a single I-SID
into a VPLS instance or map a bridge domain (e.g., B-VLAN) onto a
VPLS instance, according to its configuration. Next, the

encapsul ated frames are sent over the set of PW associated with that
VPLS i nst ance.

In the case of PBB NNPEs in a single |I-SID Domain, |-SID assignnent
is performed globally across all MPLS access networks and therefore
there is no need for I-SID translation. This scenario supports |-SID
bundl i ng node, and it is assunmed that the mapping of the I-SIDs to
the bridge domain (e.g., B-VLAN) is consistent across all the
participating PE devices. In the case of the I-SID bundling node, a
bri dge domain (e.g., B-VLAN) is mapped to a VPLS instance and an

exi sting Ethernet raw node (0x0005) or tagged node (0x0004) PWtype
as defined in [ RFC4447] and [ RFC4448], can be used.

| -SID node can be considered to be a degenerate case of |-SID
bundl i ng where a single bridge domain is used per I-SID. However,
that results in an increased nunber of bridge domains and PW in the
PE. PBB flood contai nment (B-MAC nulticast pruning) per I-SID can be
used in conjunction with I-SID bundling node to linit the scope of
flooding per I-SID thus renoving the need for |-SID node.
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7.

7.

H VPLS with MPLS Access: PBB M gration Scenari os

Operators and service providers that have deployed H VPLS with either
MPLS or Ethernet are unlikely to mgrate to PBB technol ogy over night
because of obvious cost inplications. Thus, it is inperative to
outline mgration strategies that will allow operators to protect
investnents in their installed base while still taking advantage of
the scalability benefits of PBB technol ogy.

In the foll owi ng subsections, we explore three different mgration
scenarios that allow a m x of existing H VPLS access networks to
coexi st with newer PBB-based access networks. The scenarios differ
in whether or not the Ethernet service franmes passing over the VPLS
core are PBB-encapsul ated. The first scenario, in Section 7.1,

i nvol ves passing only frames that are not PBB-encapsul ated over the
core. The second scenario, in Section 7.2, stipulates passing only
PBB- encapsul ated frames over the core. Wereas, the final scenario,
in Section 7.3, depicts a core that supports a mix of PBB-
encapsul at ed and non- PBB-encapsul ated franmes. The advantages and
di sadvant ages of each scenario will be discussed in the respective
secti ons.

1. 802.1lad Service Franmes over VPLS Core

In this scenario, existing access networks are | eft unchanged. Al
N-PEs woul d forward frames based on C-MACs. In other words, Ethernet
franes that are traversing the VPLS core (within PW) would use the
802. lad frame format, as in current VPLS. Hence, the NNPEs in

exi sting access networks do not require any nodification. For new
MPLS access networ ks that have PBB functions on the U PE, the
correspondi ng NNPE nust incorporate built-in IB-BEB functions in
order to terninate the PBB encapsul ation before the franmes enter the
core. A key point here is that while both the U PE and N PE nodes

i npl ement PBB | B-BEB functionality, the fornmer has the |-conponent
facing the custoner (CE) and the B-conponent facing the core; whereas
the latter has the |-conponent facing the core and the B-conponent
facing the custoner (i.e., access network).
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PBB PBB
Fommm e + | B- BEB | B- BEB
| || |
e + | I P | | +----------- +
| MPLS | | MPLS | V| MPLS |
| Access +----+ | Core | +----+ Access | V
+--+  H----4 | VPLS] - | | -] VPLS] +----+ -4
| CE| - - | U- PE| | N-PE| | | | PE| | U-PE| - -] CE
-+ H----+ +o--- 4+ | +----+ e
| (Existing)| | I 1 (New |
R + R + R +

Figure 9: Mgration with 802. 1ad Service Franes over VPLS Core

The mai n advantage of this approach is that it requires no change to
exi sting access networks or existing VPLS N-PEs. The main

di sadvantage is that these NNPEs will not |everage the advantages of
PBB in terns of MAC address and PWscalability. It is worth noting
that this migration scenario is an optinmal option for an H VPLS

depl oynent with a single PBB-capable access network. Wen nultiple
PBB- capabl e access networks are required, then the scenario in
Section 7.3 is preferred, as it provides a nore scal able and opti nmal
i nt erconnect anongst the PBB-capabl e networKks.

7. 2. PBB Service Franes over VPLS Core

This scenario requires that the VPLS N-PE connecting to existing MPLS
access networks be upgraded to incorporate |IB-BEB functions. All

Et hernet service frames passing over the VPLS core would be PBB-
encapsul ated. The PBB over MPLS access networks would require no
speci al requirenments beyond what is captured in Section 6 of this
document. In this case, both the U PE and N PE, which inplenent

| B-BEB functionality, have the |I-conmponent facing the customer and

t he B-conponent facing the core.

PBB PBB
IB-BEB +---------- + | B- BEB
| | | |
e + | | I P | e +
| MPLS | V| MPLS | | MPLS |
| Access +----+ | Core | +----+ Access | V
+--4+ +----+ | VPLS] - | | -] VPLS]| F----+  +--+
| CE| - - | U- PE| | N-PE| | | | PE| | U- PE| - - | CE|
-+ H----+ +o--- 4 | +----+ Fo--o 4+ - -+
| (Existing)] | [ | (New |
TS + [ TS + TS +

Figure 10: Mgration with PBB Service Franes over VPLS Core
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The main advantage of this approach is that it allows better
scalability of the VPLS NNPEs in terms of MAC address and pseudow re
counts. The disadvantage is that it requires upgrading the VPLS
N-PEs of all existing MPLS access networks.

7.3. M xed 802.1ad and PBB over VPLS Core

In this scenario, existing access networks are |eft unchanged, and

t hey exchange Ethernet frames with 802.1ad format over the PW in the
core. The newy added access networks, which incorporate PBB
functionality exchange Ethernet frames that are PBB-encapsul at ed
anongst each other over core PW. For service connectivity between
exi sting access network (non-PBB-capable) and new access network (PBB
based), the VPLS N-PE of the latter network enpl oys |B-BEB
functionality to decapsul ate the PBB header from frames outbound to
the core and encapsul ate the PBB header for frames inbound fromthe
core. As aresult, a mx of PBB-encapsul ated and 802. 1ad Et hernet
service frames are exchanged over the VPLS core

Thi s node of operation requires new functionality on the VPLS N PE of
t he PBB- capabl e access network, so that the PE can send frames in
802. 1lad format or PBB format, on a per PWbasis, depending on the
capability of the destination access network. Effectively, the PE
woul d have to incorporate B-BEB as well as |B-BEB functions.

A given PE needs to be aware of the capability of its renbte peer in
order to determine whether it connects to the right PW Forwarder
This can be achieved either via static configuration or by extending
the VPLS control plane (BGP-based auto-discovery and LDP Signaling)
di scussed in [RFC6074]. The latter approach and the details of the
extensions required are out of scope for this docunent.

PBB
B- BEB PBB
Fom e mea o + | B- BEB | B- BEB
I || I
e + | I P | | +---------- +
| MPLS | | MPLS | V| MPLS |
| Access +----+ | Core | +----+ Access | V
+--+  +----+ | VPLS]| - | | -| VPLS]| Fo---+ -+
| CE| - -| U- PE| | N-PE| | | | N-PE| | U-PE| --| CE
+--+  H----+ +o---t | +----+ oo+ - -+
| (Existing)| I I | (New) I
S + S + S +

Figure 11: Mgration with M xed 802. 1ad and
PBB Service Franmes over VPLS Core
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10.

10.

The U-PE and N-PE of the PBB-capabl e access network both enpl oy BEB
functionality. The U-PE inplenments IB-BEB functionality where the
| - component faces the custonmer (CE) and the B-conponent faces the
core. The N-PE, on the other hand, inplements |B-BEB functionality
with the |I-conponent facing the core and the B-conponent facing the
custoner (access network). In addition, the NNPE i npl enents

st andal one B-BEB functionality.

Thi s scenari o conbi nes the advant ages of both previ ous scenarios

wi t hout any of their shortcom ngs, nanely: it does not require any
changes to existing access networks and it allows the NNPE to

| everage the scalability benefits of 802.1ah for PBBN to PBBN
connectivity. The disadvantage of this option is that it requires
new functionality on the N-PE of the PBBN access. A second

di sadvantage is that this option requires two P2MP LSPs to be set up
at the ingress NNPE: one for the N-PEs that support PBB encapsul ati on
and anot her one for the N-PEs that don’t support PBB encapsul ation
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Security Considerations

Thi s docunent does not introduce any additional security aspects
beyond those applicable to VPLS/ H VPLS. VPLS/ H VPLS security
consi derations are already covered in [RFC4111] and [ RFC4762].
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